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Abstract

The problem of maximizing precision at top, also
dubbed Precision@k, finds relevance in myriad
learning applications such as ranking, multi-label
classification, and learning with severe label im-
balances. Despite its popularity, Precision@k is
not known to have a surrogate function that upper
bounds it. Similarly, notions of consistency un-
der certain noise/margin conditions are also not
explored.

In this work, we devise two novel convex surro-
gate functions for Precision @k, that upper bound
it and are motivated by certain natural notions
of margin for Precision@k performance mea-
sure. We also provide two novel perceptron al-
gorithms for Precision@k that have interesting
mistake bounds w.r.t. the proposed surrogates.
Moreover, we devise scalable stochastic gradi-
ent descent style methods for our proposed sur-
rogates and prove convergence bounds for the
same. Our convergence bounds rely on a strong
uniform convergence bound for Precsion@k and
crucially exploit the structural simplicity of Pre-
cision@k. We conclude with experimental evi-
dence of superiority of our surrogates when com-
pared to the structural SVM surrogate (Joachims),
2005), a state-of-the-art approach to optimize
Precision@k.

1. Introduction

Ranking a given set of points or labels according to their
relevance forms the core of several real-life learning sys-
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tems. For instance, in rare-class classification problems
like spam/anomaly detection, the goal is to rank the given
emails/events according to their likelihood of being from
the rare-class (spam/anomaly). Similarly, in multi-label
classification problems, the goal is to rank the labels ac-
cording to their likelihood of being present in a data point
(Tsoumakas & Katakis| [2007)).

Naturally, the ranking of points/labels at the top is of ut-
most importance to an application. Consequently, several
performance measures have been designed to promote ac-
curacy at top. Popular examples include Precision @k, Av-
erage Precision, NDCG (Tsoumakas & Katakis, [2007) etc.

While Precision@k (prec@k) is used as a key perfor-
mance measure in several domains, there are a very few
approaches to directly optimize Precision@k. In fact, to the
best of our knowledge, there is only one known surrogate
function for prec @k in literature, namely, the struct-SVM
surrogate by (Joachims) 2005). However, as we reveal in
this work, the struct-SVM surrogate is not a proper surro-
gate as it does not upper bound prec@k (see Appendix [A]
for more details).

In this paper, our goal is to design efficient and consistent
algorithms for optimizing prec@k. Given the intractabil-
ity of even binary classification in the agnostic model (Gu-
ruswami & Raghavendra) [2009), we would instead focus
on natural notions of benign-ness that are frequently satis-
fied by real life data. Indeed, the notion of margin in binary
classification is well-established in several real-world sce-
narios and has led to tremendous progress in the area.

prec@k Margin: Motivated by the success of margin based
frameworks in classification domains, we first develop a
natural notion of margin for prec @k. In particular, we say
that a dataset has a (k, ) margin w.r.t. prec@Xk if there ex-
ist at least k positively labeled points that are all separated
(with a margin of ~) from all the negatively labeled points.
This notion of margin is well motivated for prec @k since
we are only interested in making accurate predictions at the
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top-k positions in our ranked list. Moreover, it can be easily
seen that this is a strictly weaker notion of margin than the
margin notion for binary classification which requires ev-
ery positive point to be separated from every negative point
by a certain margin. Consequently, existing methods for
binary classification such as perceptron/SVM do not apply
directly to the prec @k problem, as the positive points (ex-
cept for k privileged points) and the negative points might
be adversarially mixed in an arrangement as proposed by
(Guruswami & Raghavendral 2009).

Using insights from the above defined margin notion for
prec@k, we design a novel surrogate function (called
ramp-surrogate) that upper bounds prec@k loss and can
also be shown to be consistent w.r.t. prec@k as long as
the dataset satisfies the above mentioned margin condition.
However, the ramp-surrogate has a term that computes
minimum of certain linear functions. Hence, it turns out
to be a non-convex function and is not amenable to con-
vex optimization techniques. To ameliorate this issue, we
provide two successive relaxations of the ramp-surrogate.
We first relax the above mentioned min function to the av-
erage (avg) function, which leads us to a surrogate that we
call avg-surrogate. We then relax the average function to
the max function, leading to the max-surrogate. Naturally,
the obtained surrogates can also be shown to upper bound
the true prec@k loss. Moreover, we can show that both
of our proposed convex surrogates are also consistent w.r.t.
prec @k, albeit under certain stronger margin notions.

Next, we propose two perceptron algorithms for the above
mentioned convex surrogates. We show that under certain
natural but stronger margin conditions, our proposed algo-
rithms exhibit a mistake bound similar to the one obtained
by the standard perceptron algorithm. Our notion of mar-
gin for the avg surrogate requires that the positive points on
an average be separated (by some margin) from all of the
negatives. Note that this margin notion is also significantly
weaker than the standard margin notion for classification.
Our notion of margin for the max surrogate is exactly the
same as the one for binary classification.

We also devise stochastic gradient descent (SGD) based
methods for optimizing the proposed surrogates. Note that
in general, prec @k cannot be written as a sum of loss func-
tions for each individual training points. Hence standard
convergence analyses for SGD do not apply for our meth-
ods (Shalev-Shwartz et al., 2011). Instead, we prove the
the convergence bound by combining a novel uniform con-
vergence bound for our surrogates along with a generic
technique by (Kar et al., 2014)). Our uniform convergence
bounds need to crucially exploit the structure of the surro-
gates, as the surrogates are dependent on all the training
points and hence can potentially change significantly by
perturbing one data point. Our key structural lemmas for
these surrogates rule out such a possibility.

Finally, we validate our proposed surrogate functions and
the corresponding methods on benchmark datasets. Em-
pirical validation on several benchmark datasets reveals
that our methods are in general significantly more accurate
than the struct-SVM loss (Joachims, 2005) based meth-
ods, hence matching our theoretical bounds. We also ob-
serve that our SGD based methods scale much better to
large-scale datasets as compared to the existing methods
(Joachims|, 2005; |Kar et al., 2014) while providing com-
petitive or better accuracy.

Paper Organization: Section [2| presents the problem for-
mulation and sets up the notation. We present our three
novel surrogates for prec@k in Section [3] Next, in Sec-
tion ] we present two perceptron algorithms for prec@k
and their mistake bounds. Section [3| discussed uniform
convergence and generalization error bounds for our algo-
rithms. We conclude with empirical results in Section [6]

1.1. Related Work

There has been much work in the last decade in designing
algorithms for bipartite ranking problems. While the earlier
methods for this problem, such as RankSVM, focused on
optimizing the pair-wise ranking accuracy (Herbrich et al.|
2000; Joachims, [2002; [Freund et al. 2003} |Burges et al.,
2005)), of late, there has been enormous interest in perfor-
mance measures that promote good ranking performance
in the top portion of the ranked list, and in ranking meth-
ods that directly optimize these measures (Clémencon &
Vayatis|, 2007; Rudin, 2009} |Agarwall [2011; Boyd et al.,
2012; |[Narasimhan & Agarwall |2013azbj|Li et al.| [2014). In
this work, we focus on one such evaluation measure, Preci-
sion@k, used widely in practice. The only prior algorithms
that we are aware of that directly optimizes this evaluation
measure is a structSVM based method due to (Joachims),
2005), and an efficient stochastic implementation of this
method due to (Kar et al., 2014). However, as pointed out
earlier the convex surrogate used in these methods is not
well-suited for Precision@k.

It is also important to note that the bipartite ranking set-
ting considered in this work is different from other pop-
ular forms of ranking such as the subset/list-wise ranking
settings, which arises in several information retrieval ap-
plications, where again there has been much work in opti-
mizing performance measures that emphasize accuracy at
the top (e.g. NDCG) (Valizadegan et al.| 2009} (Cao et al.,
2007; Yue et al.| 2007 [Le & Smola, 2007; |(Chakrabarti
et al.l, 2008:; |Yun et al.l 2014). There has also been some
recent work on perceptron style ranking methods for this
list-wise ranking settings (Chaudhuri & Tewari, 2014), but
these methods are tailored to optimize the NDCG and MAP
measures, which are different from the Precision@k mea-
sure that we consider here. Other less related work include
online ranking algorithms for optimizing popular ranking



Surrogate Functions for Maximizing Precision at the Top

measures in a certain adversarial setting with limited feed-
back (Chaudhuri & Tewaril, [2015)).

2. Problem Formulation and Notations

We now set some notation. We are interested in supervised
learning settings where we are presented with a set of la-
beled points (X;, ¥;), - - -, (Xn, Yn ), Where each x; € X and
y; € {0,1}. We abbreviate this data set using the notation
(X,y) where X € X" andy € {0,1}". z = (x,y) de-
notes a labeled data point, and X, and X _ refer to the set
of positive and negatively labeled points, respectively. Our
results readily extend to multi-label and ranking models,
but for simplicity of exposition, we focus only on binary
classification problems in this paper.

Given n labeled data points z1, . . ., z, and a scoring func-
tions : X — R, let o5 € S, be the permutation that sorts
points according to the scores given by s i.e. s(Xq (;)) >
5(X,,(j)) whenever i > j. Thus, prec@k for for the scor-

ing function s can be expressed as:
k

Z0) = > (1= Yoiy). (D)

i=1

prec@k(s; zq,...

Note that the above is a “loss” version of the performance
measure which penalizes any top-k ranked data points that
have a null label. For simplicity, we will use the notation
prec@k(s) := prec@k(s; z1,...,2,) and suppress men-
tion of the data points if the set of points is clear from con-
text. The same will hold true for any surrogates that we
introduce later. We also use the shorthand s; = s(x;). For
any label vectors y',y” € {0,1}", define

n n
Ay = (L=yyi, KE('\y") =) vivi. @
i=1 i=1
Note that ||y’||, = K(y’,y’) denotes the number of posi-
tive points in a label vector y’. Hence, n4(y) = K(y,y)
where y is the frue label vector. We also use shorthand 7
when the context is clear. y(**) denotes the predicted la-
bel vector for a given scoring function s : X — R. That

is, y** = 1ifif o71() < k and 0 otherwise. It is easy
to verify that for any scoring function s, A(y,y**) =

prec@k(s)

3. A Family of Novel Surrogates for prec@k

As prec @k is a non-convex loss function that is hard to op-
timize, it is natural to seek easy to optimize surrogate func-
tions that act as a good proxy for prec @k. There will be two
properties that we shall desire of such a surrogate: a) the
surrogate should always upper bound prec @k loss, so that
minimizing the surrogate indeed leads to small prec @k,
b) the surrogate should be conditionally consistent w.r.t.
prec@k. This is to say, under some regularity assumptions,

it should be possible to show that optimizing the surrogate
implies an optimal solution for prec @k as well.

Motivated by the above requirements, we provide a family
of surrogates which upper bound the prec @k loss function.
Furthermore, our surrogates are designed so that for certain
natural notions of margin (w.r.t the prec@k loss), i.e. for
appropriate noise conditions, we can prove that our surro-
gates are actually consistent with the prec @k loss function.

Although prec @k is a popularly used performance measure
used by several works to evaluate models in a variety of set-
tings such as multi-label learning (Prabhu & Varmal |2014),
results aimed at directly optimizing this performance mea-
sure are few and far between. In fact, the only known direct
surrogate for prec@k is a structural SVM based surrogate
by (Joachims, 2005), that we refer to as £;5%, (+).

Unfortunately, this surrogate falls short of meeting our
aforementioned requirements since it does not even upper
bound the prec @k loss, let alone be consistent with respect
to it. We direct the reader to Appendix [A] for more details
and a counter example that proves this claim.

3.1. The Curious Case of /374%, (+)

To design our surrogate, we first revisit the struct-SVM
surrogate for prec@k to better understand the reason for
its failure. As it turns out, the very reason this surrogate
fails would end up motivating the design of our surrogates.
The (71 (+) surrogate is a part of a broad class of surro-
gates called struct-SVM surrogates that are designed for the
structured output prediction problems that can have expo-
nentially large output spaces. Given a set of n labeled data

points, the £ () is defined as

prec@k
n
precak(5) = ygoai(}”(A(y’ y)+ Z (¥i —yi) si)-
311, =k =t

The above surrogate tries to penalize a scoring function if
it is possible to label k£ points as positives with very large
scores (i.e., the second term is large) but which are labeled
as “negatives” by the true label vector y (i.e., the first term
is also large). However, one issue with this setup is that
the candidate labeling y is restricted to predict only k posi-
tives whereas the true label vector y has n4 > k positives.
Hence, a non-optimal labeling can exploit the remaining
ny — k labels to hide the high scoring negative points thus
confusing the loss function. Consequently a poor scoring
function might have end up having very small E;‘rre“cc(‘@k(s)
loss. See Appendix [A]for an explicit example.

ramp ()

3.2. The Ramp Surrogate Epm@k

The goal behind ranking in a bipartite setting is to select
a subset of relevant items and rank them at the top &k po-
sitions. Now this can happen iff the rop ranked k relevant
items are not outranked by any irrelevant item. Thus, a sur-
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rogate must penalize a scoring function that makes it possi-
ble to assign scores to irrelevant items that are higher than
those of the top ranked relevant items. Our ramp surrogate

Uy () implicitly encodes this strategy:
n n
max < A(y,y) + Zyisi — max Z visi. 3)
¥l =k — Iyl =k =
= K(y,y)=k '~

Note that the above loss function is similar to the “ramp”
losses for binary classification, variants of which have been
proposed in (Do et al.| 2008). We now show that the above
loss function is indeed a surrogate of prec @k, in the sense
that it upper bounds prec @k.

Claim 1. Forany k < ny and scoring function s, we have:
ramp . pramp

Corecar(8) = prec@k(s). Moreover, if £, 776, (s) < & for a

given scoring function s, then there necessarily exists a set

S C [n] of size at most k such that for all ||y||1 = k, we
have: ), g 5i > S yisi+ Aly,y) — &

See Appendix [Blfor a detailed proof. We now show that this
surrogate satisfies our second condition, that of conditional
consistency as well. We can show that if a scoring function
s assigns the top k scores to only positive points which are
greater than the score of any negative point by at least one,
then £, 7%, (s) = 0 (see Claim. In fact, this “separation”
condition for the scoring function motivates the following

notion of weak (k,~y)-margin.

Definition 2 (Weak (k,~)-margin). A set of n labeled
data points satisfies the weak (k,~y)-margin condition if for
some scoring function s and some S C X of size k,

min §; — max s; > 7.
€Sy jiy;=0 "7

Moreover, we say that the function s realizes this margin.
We abbreviate the weak (k, 1)-margin condition as simply
the weak k-margin condition.

Informally, a dataset has weak (k,~y)-margin if there exists
at least one set of k positive points that are substantially far
away from all the negatives. Note that this margin notion is
strictly weaker than the usual margin condition for binary
classification, as this notion allows many positives to be
completely mingled with the negatives, so long as a small
fraction of positives is separated from the negatives. We be-
lieve that the this notion of margin is one of the most natural
notions of margin for prec@k. The following lemma shows
that £°0F_ s consistent w.r.t. prec@k for any dataset that

“prec@k .
exhibits weak k-margin.

Claim 3. For any scoring function s that realizes the weak
k-margin over a dataset we have,

¢ ramp

orecar(8) = prec@k(s)

Claims |I| and [3| suggest that £ 7., is indeed a tight sur-

prec@
rogate for prec@k. Unfortunately, ¢17F,

convex loss function, mainly due to the second term (P) in
its definition @ To alleviate this issue, we further relax the
surrogate so as to obtain more tractable convex surrogates.
To this end, we first re-write the term (P):

« is also a non-

(P)=2 wisi— min > §isi, 4
1=1

91, =n4—k =1

(%)

where y < y implies that y; = 0 = y; = 0. Thus, to con-
vexify the surrogate £ (%, (), we need to design a convex
upper bound on (Q). Notice that the term (Q) contains the
sum of the scores of the n — k lowest ranked positive data
points. This can be readily upper bounded in several ways
which give us the different surrogate functions.

3.3. The Max Surrogate (pat , (-)

An immediate upper bound on (@) is to relax the min func-
tion in (Q) with the max function. Since the max function
is convex, this should convexify the surrogate. Noticing the
fact that the “candidate labeling” y in (4) has to predict at
least n — k false negatives, we obtain the following upper
bound: (Q) < max g<(1—g)y D1y ViSis

¥l =n+—k

[max

which gives us the £7i8q

(s) surrogate defined below:

§<(1-9)y Zys) )
51, =ny—k =1

max (A(y,¥) + Z(}h —yi)si +

X
I71l=F

The above surrogate, being a point-wise max over con-
vex functions, is convex, as well as an upper bound on
prec@k(s) since it upper bounds £, %, (-) which itself up-
per bounds prec@k(s). The max surrogate (3)) also exhibits
consistency w.r.t. prec@k as long as the data satisfies the

strong (k,~)-margin defined below:

Definition 4 (Strong margin). A set of n labeled data points
satisfies the ~-strong margin condition if for some scoring
function s, we have: min;.y, ¢ 8; — Max;.y, =0 §; = 7-
We abbreviate the 1-strong margin condition the strong
margin condition.

We notice that the strong margin condition is exactly equiv-
alent to the notion of margin used in binary classification
and hence strictly stronger than our weak (k,~)-margin.
This leads us to believe that there might exist tighter convex
relaxations to the term (Q). Indeed the following relaxation
gives us a tighter surrogate.

3.4. The Avg Surrogate /% ., ()

A tighter upper bound on (@) (than the max) is to replace
@ by the average of the false negatives, which can be re-
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written as: L o
Q) £ 5= (1= y4)yisi,
c(y) ;
where C(y) %ﬁ’éy) > 1 whenever k£ <

ny. By combining the above upper bound on (Q
with (3), we get a new convex relaxation Eprec@k(s)
max|y| =k Ay, ¥; ), where A(y, ¥; s) is given by:

~—

n

Aly,3)+ Y sii—y C

i=1

Z ]-_yz yisi. (6)
i=1

ek (5) > prec@k because

Now, it is easy to see that ¢
ramp ramp
Kpm@k( s) upper bounds éprec@k (@) and Kprec@k > prec@k
using Claim[I] For completeness we provide formal claim

and proof in Appendix

It is notable that for & = n, (when the performance
measure reduces to the well-known precision-recall break
even point or PRBEP), the surrogate /55 ., (+) reduces to

struct
Joachims’ formulation /3t ()

prec@k

Also, similar to the ramp-surrogate, we can show that the
avg-surrogate is consistent with the performance measure
prec@k(-) under the following margin assumptions:

Definition 5 ((k, v)-margin). A set of n labeled data points
satisfies the (k,~)-margin condition if for some scoring
Sfunction s, we have, for all sets S+ C X of size ny —k+1,

k+1231 maxs]>fy

n. —
+ €S,

Moreover, we say that the function s realizes this margin.
We abbreviate the (k,1)-margin condition as simply the k-
margin condition.

We note that the above margin definition is a strictly weaker
condition that the usual notion of margin for binary classi-
fication since it only requires the existence of a score func-
tion that assigns a higher average score to the bottom most
n4+ — k + 1 positive points than the score to the highest
ranked negative point than by a unit which still allows a
non negligible fraction of the positive points to be assigned
a lower score than those assigned to negatives. We also note
that whenever a classifier w realizes the (k, v)-margin, the
scaled classifier % realizes the k-margin condition.

On the other hand, the above margin condition is strictly
stronger than the weak (k,~)-margin condition (Defini-
tion[2). The weak-margin condition only requires one set
of k-positives to be separated from the negatives, while the
above margin condition require the average of all positives
to be separated from the negatives.

We now show that under the above defined (k, v)-margin,
our avg-surrogate (6) is consistent with the prec@k per-
formance measure. That is, our surrogate presents a tight
convex upper bound to the prec @k performance measure.

Claim 6. For any scoring function s that realizes the k-

margin over a dataset we have: €% o (s) = prec@k(s).

See Appendix [B| for a detailed proof. as well as (k,~)-
margin (see Definition 2} [5))

Hence, our all three surrogates presented above fall in a
nice hierarchy so that for any score function s, we have

prec@k(s) < E;i?cp@k( s) < g;‘rlegc@k( s) < Fr?é@k( s)
——

non-convex convex

Figure 1. A hierarchy describing the three surrogates for prec @k

In the next section, we formulate two perceptron algorithms
that can be shown to optimize our two convex surrogate
functions: awvg-surrogate and maz-surrogate. Moreover,
we provide mistake bounds for the two algorithms based
on the (k,~y)-margin as well as the strong (k,~)-margin,
defined above.

4. Perceptron Algorithms for prec@k

We now present perceptron-style algorithms for maximiz-
ing the prec@k performance measure by using our pro-
posed convex surrogates.

Our first perceptron algorithm PERCEPTRON @K (see Al-
gorithm [T)) works with an incoming stream of binary la-
beled points and processes them in mini-batches of a pre-
determined size b. Recently, mini-batch methods have
been popular and also have been used for maximizing the
struct-SVM surrogate (éi,t;:cc(lék) as well (Kar et all 2014).
Note that, for ranking and multi-label classification set-
tings, mini-batches are not required and the algorithm can

be applied to a single data points.

At a high level, our algorithm receives a batch of b points
and predicts the label vector y; € {0, 1}° using the existing
model w!=L. If prec@k loss is 0 then w~! is not updated.
For non-zero prec @k, w'~1! is updated using all the false-
positives as well as the false-negatives in the current mini-
batch (see Line 11, 12 of Algorithm E]) Note that in the
limiting case of ny = k = 1 (with b = 1), Perc@k-avg
reduces to the standard perceptron algorithm(Rosenblatt,
1958} Minsky & Papert, |1988)).

Next, we show that the above algorithm actually enjoys a
mistake bound similar to those known for the traditional
perceptron algorithm (Novikoff] [1962)) with the hinge loss
function replaced with our surrogate Eprec@k(s)

Theorem 7. Suppose ||x}|| < R for all t,i. Let A =

ZZ;I Ay be the cumulative observed mistake values when
Algorithm (| is run. Also, for any predictor w, let
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Algorithm 1 PERCEPTRON @K-AVG

Algorithm 3 SGD @K-AVG

Input: Batch length b
I: w0, 0
2: while stream not exhausted do

3: t—t+1

4:  Receive b data points X; = [x%, R xi’] ,y: € {0,1}°
5. Calculate s; = w'™ !X, and let yi = y<5"’k)

6: At < A(yt,yt)

7:  if Ay = 0 then

8: w! — wi?

9: else R

10: De < o =Keesn ‘
11: wi i wiTh - Piep (1 —y)yi - xi . {false pos.}
12: w' w4+ Dy - e (L—¥i)yi-xi  {false neg.}
13:  endif

14: end while
15: return w'

Algorithm 2 PERCEPTRON @K-MAX

10°: St < FN(S, At)

11°: wl—wiTt - Piep (L —yi)yi- xi  {false pos.}
12’ whewi +30 e X {top ranked false neg.}

. S
LH(W) = Zimi brecar

2
AS < min (|w|| R4k + \/ﬁ?,fg(w)) .

For “separable settings”, we can trade-off the two terms in
the mistake bound (RHS above) so that it reduces to a form
that is similar to the mistake bound for standard perceptron
(Novikoft; |1962)).

Corollary 8. Suppose there exists a unit norm classifier

w* such that the scoring function s : x — x' w* realizes

the (k,~)-margin condition for all the batches, then Algo-
Ak 2

A < L

(w; X¢,yt). Then we have

rithmguamntees the mistake bound.:

Hence as the dataset becomes “easier” in the (k, y)-margin
sense, Perc @k-avg converges to an optimal hyperplane at a
faster rate. Here we would like to stress that (k,y)-margin
is strictly weaker than the standard classification margin.
Hence for several datasets, Perc@k-avg might achieve 0
prec@k loss while the standard binary classification meth-
ods might not be able to find any reasonable classifier in
poly-time (Guruswami & Raghavendra, 2009).

Note that Perc@k-avg updates all the false negatives for a
given mini-batch. A natural question here might be that can
we design an algorithm that requires to update w' accord-
ing to much smaller number of points. Such updates are
slightly faster and ensures that w? is more sparse in large
scale settings. Our Perc@k-max algorithm (Algorithm
answers this question in the affirmative.

Perc @k-max differs from Perc@k-avg in that it performs
updates using only a few of the fop ranked false negatives.

Input: Batch length b, step lengths 7, feasible set YW

Output: A model w € W

w4 0,t<0

while stream not exhausted do
t—t+1
Receive b data points X = [x;,...
Set g: € 8wég¥§c@k(wt,1; Xt7 yt)
wi < Iy [wWeo1 — 1 - 84

end while

reurnw = 150wy

>X?] » Yt € {07 l}b
{See Algorithm
{project onto set W

A A o e

Algorithm 4 Subgradient calculation for £,% 5, (-)

Input: A model wi,, n data points X, y, parameter k
Output: A subgradient g € Ow /e ar (Win; X, y)
1: Sort pos. and neg. points separately in dec. order of scores
assigned by wi, i.e. sf > > SZL ands] > ... 2> s,_
:fork’ =0— kdo

k—k’
Dk/ < -

2

3

. ’ n4 + k—k' —

4: Ak/ — k—-kKk — Dk/ Zi:k’+1 S; + Zi:l S,
k—k' _ — ny +

5 i 21':1 x; — Dy Ei:k’+1 X;

end for

o kY < argmaxy Ay

: return g«

PRANY

More specifically, for any scoring function s and m > 0,
define:

FN(s,m) = argmax Z (1 - yﬁs’k)) YiSi

ScXf |S|=m jcg

as the set of top m-ranked false negatives. The algorithm
makes updates for false positives in the set FN(s, A;) i.e.
the top A; ranked false negatives which can significantly
smaller than the number of false negatives. Moreover, as
we show below, Perc @k-max also enjoys a mistake bound
but with respect to the max-surrogate £22 . (-) which of-

prec@k
fers a weaker upper bound to the prec @k objective.

Theorem 9. Suppose ||xi|| < Rforalltyi. Let A =

r Ay be the cumulative observed mistake values when
t=1

Algorithm 2| is run.  Also, for any predictor w, let
L™ (w) = Zf:l Oreear(W; X, yi). Then we have

2
AS < min <||w||.R.\/zE+ ﬁr;,aX(w)> :

Similar to Algorithm [I| we can give a simplified mistake
bound in situations when the separability condition speci-
fied by Definition []is satisfied.

Corollary 10. Suppose there exists a unit norm classifier
w* such that the scoring function s : x — x| w* realizes
the strong (k,~)-margin condition for all the batches, then
é 41@12%2 )

~

Algorithm I guarantees the mistake bound: Ag <

As our strong (k,y)-margin is exactly the same as the stan-
dard margin notion for classification, the above bound is
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equivalent to the standard perceptron mistake bound. How-
ever, we observe that in practice, many times Perc @k-max
outperforms Perc @k-avg algorithm, even though the later
optimizes a tighter surrogate. This hints at a possible loose
analysis that fails to exploit some other structure that might
be present in the dataset.

av
4.1. Stochastic Gradient Descent for Zprec@k

Next, we present a stochastic gradient descent (SGD) al-
gorithm for prec@k loss. SGD methods are known to be
very successful for optimizing empirical risk minimization
(ERM) problems as they require only a few passes over
the data to achieve the optimal statistical accuracy. How-
ever, prec @k loss is a non-convex function that is also non-
additive over the entire training set. Hence, standard SGD
techniques for classification do not apply directly.

By combining our proposed avg-surrogate (Zprec@k) with
mini-batches, we can provide a scalable SGD algorithm
for optimizing prec @k (see Algorithm [3). At a high level,
our SGD @k-avg algorithm uses mini-batches to update the
current model vector using standard gradient descent. As
our avg-surrogate is also non-additive over training points,
we need to obtain an estimate of the gradient of Epm@k
using mini-batches. Algorithm [ details the gradient cal-
culation for the £} o, and Algorithm [3|uses the obtained
gradient estimates over the current mini-batch to update the
model vector (w?).

Note that the standard analysis of SGD methods (with
point-wise loss functions) crucially exploits the fact that
the loss functions are additive and hence at each step, we
get unbiased estimate of the gradient. Unfortunately, for
general non-decomposable loss function, such an unbiased
estimate is not possible. So, one needs to show that each
mini-batch gives an accurate (but potentially biased) esti-
mate of the gradient. To this end, we need to prove a uni-
form convergence bound for our surrogate functions.

Note that (Kar et al.l 2014) also used a similar technique
to devise an SGD algorithm for the struct-SVM surro-
gate tr‘icuccék) for prec@k. Naturally, such uniform con-
vergence bounds need to exploit the structure of the loss
function, as such bounds are not possible for arbitrary non-
decomposable losses. At a high level, we need to show that
although Egm@k is non-decomposable over the entire mini-
batch, it still is “Lipschitz” in the sense that it does not get
perturbed heavily by changing one training point. In the
next section, we provide uniform convergence bounds for
both of our convex surrogate and use them to provide con-
vergence guarantee for SGD @k-avg.

5. Generalization Bounds

In this section, we provide uniform convergence (UC)
bounds for our proposed convex surrogates (avg and max

surrogates). We use our novel UC bounds along with the
mistake bounds (Theorem [7] 9) to prove two different re-
sults: 1) precise online-to-batch conversion bounds for the
Perc@k-avg and Perc @k-max algorithms, ii) convergence
guarantee for the SGD @k-avg algorithm (Algorithm [3).

To present our generalization and convergence bounds, we
use normalized versions of prec@k and our proposed sur-
rogates. More specifically, we set k = « - ny as a fraction
of the number of positives. For any scoring function s, its
prec @k loss is now denoted as:

prec@«(s; z1,...,2,) = —A(y, y "‘””)
R4

For uniformity, we will also normalize the surrogate loss
functions (3%, (+), £preca, (+) by dividing throughout by
k=K -n4.

Definition 11 (Uniform Convergence). A performance
measure ¥ : W x (X,{0,1})"™ — R, exhibits uniform
convergence with respect to a set of predictors W if for
some a(b,d) = poly ( ,log 5) for a sample 71, . ..,z of
size b chosen i.i.d. (or uniformly without replacement) from
an arbitrary population z1, . . . , z,,, we have w.p. 1 — 6,

sup |U(w; z1,...
wew

JZn) — U(W; 21,...,2)| < a(b,0)

We now provide UC bounds for prec@k as well as all of
our surrogates.

Theorem 12. The performance measure prec@s(-), as
well as the surrogates £,7% (-), €)% @, (-) and €%, (-),

all exhibit uniform convergence at the rate a(b,6) =
@ (. / % log %)

Recently, (Kar et al., [2014) also established a similar re-
sult for the £;73%, () surrogate. However, a very different
proof technique is required to establish similar results for
Elgrr‘jcx@n() and (% o, (-), partly necessitated by the terms
in these surrogates which depend, in a complicated man-
ner, on the true positives predicted by the candidate label-
ing 3. The above results allow us to establish strong online-
to-batch conversion bounds for Perc @k-avg and Perc @k-
max, and convergence rate for SGD @k-avg method. For
the bounds given below, we shall assume that the points re-
ceived in the stream for each of our three algorithms are

chosen i.i.d. from some fixed population Z.

Theorem 13. Suppose an algorithm, when faced with a
random stream of data points, and batch length b, gener-
ates an ensemble of classifiers w1, ..., Wr which incur a
prec@k mistake bound M. Then we have, with probabil-
ity at least 1 — §, we have

T

Mt 1 T
E <Ly “log = | .
2 prec@r(w'; Z) (9( blog5>
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Figure 2. Comparison of our perceptron and SGD based methods (Perc@k-avg, Perc@k-max, SGD @k-avg) with baseline methods

(SVMPerf, IPMB) on Prec@0.25 maximization tasks. Clearly, Perc@k-avg, SGD@k-avg (both of which are based on £;% 5, loss) are
the most consistent methods while accuracies of Perc @k-max can have large variations.
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Figure 3. (a), (b): Comparison of performance of Prec@k optimization methods for different values of k. (c), (d), (e): Comparison of
performance of proposed methods for different epoch lengths on Prec @0.25 maximization tasks

The proof of this theorem follows from the uniform con-
vergence bound for the prec@k(-) performance measure.
In particular, combining this with the mistake bound from
Theorem|[7]and the uniform convergence bound from Theo-
rem[I2] ensures the following generalization guarantee for
the ensemble generated by Algorithm|[T}

Corollary 14. Suppose we encounter a stream of data
points randomly chosen from the population Z and let
wl, ..., w7 be the ensemble of classifiers returned by the
PERCEPTRON @K-AVG algorithm. Then we have, with prob-

ability at least 1 — ¢, for any w*

T
1 2
T E prec@r(w'; Z) < ( f;’fegc@m(w*;Z)—i-C) )
t=1

where € = |w'|| R/ +0 ({/10g § + {/F 102 ).

A similar statement holds for the PERCEPTRON @K-MAX al-

gorithm with respect to the {76, (+) surrogate.

Theorem 15. Suppose we execute Algorithm [3|with batch
length b, then with probability at least 1—0 over the random
ordering of the points, for any w* € W, the predictor w
returned by the algorithm satisfies

av, — av, * / 1 n b
gprfz‘@n(w; Z) < éprfc@n(w 7Z)+O < g lOg Z)5> +0 ( Tl)

The proof of this Theorem can be found in Appendix

6. Experiments

In this section, we apply our methods to several benchmark
datasets for rare-class binary classification. The goal of our

experimental evaluation is two-fold: a): demonstrate that
our surrogate functions which are well-motivated theoreti-
cally indeed outperforms struct-SVM surrogate (SVMPerf)
in practice as well, b): our SGD based method quickly
learns an accurate (in terms of prec@k) classifier. In ad-
dition to SVMPerf, we also compare our methods to the
IPMB method by (Kar et al., 2014) which also attempts to
optimize prec @k by using the struct-SVM loss. Recall that
while struct-SVM loss is intended to optimize prec@k, it
does not upper bound prec@k loss (see Section [3) and is
not known to be consistent for any interesting margin no-
tion or noise condition.

Implementation Details: For both the baseline methods
(SVMPerf and 1PMB), we use the C code provided by the
respective authors. Our method is also implemented in C.
We randomly split each of the dataset with 70% used for
training (out of which 10% was used for validation) and the
remaining 30% for testing. All of our results are averaged
over 10 random train-test splits.

In the first set of experiments, we evaluated different
our methods (Perc@k-avg, Perc@k-max, SGD@k-avg,
SGD @k-max) on several benchmark UCI datasets. We
use Precision@(0.25) for evaluating the different methods.
Figure [2| plots prec@k achieved by different methods vs
the training time required by each method (see Appendix [H]
for results on more datasets). Clearly, out of the six meth-
ods that we evaluated, SVMPerf (which is based on cutting
plane method) is computationally most expensive. Percep-
tron and SGD methods frequently updates the classifier us-
ing a few points, hence, they tend to find reasonably accu-
rate solutions much earlier than the cutting plane methods.

We observe that our avg-surrogate (6) based methods
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(Perc@k-avg, SGD @k-avg) are the most consistent meth-
ods and achieve nearly the best accuracy for each of the
dataset. This also matches our theoretical results which
show that avg-surrogate is a tighter convex relaxation of
prec@k as compared to the max-surrogate. Moreover,
on almost all of the dataset Perc@k-avg and SGD @k-avg
are more accurate than SVMPerf and 1PMB. The max-
surrogate seems to be the most inconsistent of all the loss
functions. For the a9a dataset, it is about 10% more ac-
curate than all the other methods, while for PPI dataset its
prec@k is around 10% less than the Perc @k-avg method.

Next, we compare Precision @k obtained by different meth-
ods with varying k. Here again, we observe that Perc @k-
avg, SGD @k-avg consistently outperforms SVMPerf. Fi-
nally, we study the effect of the selected epoch-lengths for
our methods. We observe that the accuracy for Perc @k-avg
increase with larger epochs and then stabilizes at epochs of
length around 10K. SGD @k-avg method seems to be more
or less invariant to the epoch length, while the accuracy of
Perc @k-max method suffers for epochs of length > 1000.
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A. Structural SVM Surrogate for prec@k

The structural SVM surrogate for prec@k for a set of n points {(x1,1), ..., (Tn,yn)} € (R? x {0,1})" and model
w € R can be written as (3t (w):

- 1 1 1O

1 Uil —wa =y ) — = w ' @ o

ye?o%i(}"{ +Zy <nw T ky) nZyw x}
[7]=k i=1 =1

We shall now give a simple setting where this surrogate produces a suboptimal model.
Consider a set of 6 points in R x {0,1}: {(—1,1),(-1,1),(—=2,1),(=3,0),(—3,0),(—3,0)}, and suppose we are inter-
ested in Prec@1. Note that the optimum model that maximizes prec@1 on these points has a positive sign. We will now
show that the model w* € R that maximizes the above structural SVM surrogate on these points has a negative sign. On

the contrary, let us assume that w* has a positive sign, and arrive at a contradiction; we shall consider the following two
cases:

1) w* > % It can be verified that

1 1
b 0) = 1+ (G-u) = 1) = Gou 4 —w” 4 —20)
— 1 *
On the other hand, for the model w’ = —w*, we have

1 1
precak(w') =1+ (6(—310/) - 0) - 6(—11/ + —w' + —2w')
1 . 1, . . i
=1+ (6(3w )—0) —E(w +w* 4 2w*)

1
=1- Ew* < £;§;§g@k(w*),

where the last step follows from w* > %; clearly, w* is not optimal for the structural SVM surrogate, and hence a
contradiction.
(i) w* < 2. Here we have
struct * 1 * * * *
gprec@k(w ) =1+ 6(7310 ) -0) — *(*'w + —w* + 2w )
1
=1+ -w".
+ 6w
For v’ = —w*,
struct / 1 / 1 / / /
precor (W) = 1+ | 2(=3w') =0 ) — =(—w' + —w'+ —20)

[

(=}

(
1+ ((3w*) - 0) — é(w* +w* + 2w*)
1

_ * struct *
=1- gw < prec@k(w )

Here again, we have a contradiction.

B. Proofs of Claims from Section 3]
B.1. Proof of Claim[1]
Claim 1. For any k < ny and scoring function s, we have

Coreear(8) > prec@k(s).
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pramp

recak(8) < & then there necessarily exists a set S C [n] of size at most

Moreover, if for some scoring function s, we have
k such that for all ||y|| = k, we have

Dosi=Y s+ Ay, &

i€S i=1

Proof. Lety = y(*'¥) 50 that we have A(y,y) = prec@k(s). Then we have

n n
Cecai(s) = max {A(yvy) + Zyzsz} — max Zyisi
: &

I91,=F

> A(y7 y) + Z yisz - H?ﬁa Zyz i
. Y=
=1 K(y.5)=k ="
n n
= A(Yay) + max ZyL 4 max ZYz 4
1911, =k &= I9ll,=F £

where the third step follows from the definition of y. This proves the first claim. For the second claim, suppose for some
scoring function s, we have £ (s) < &. Then if we consider S* to be the set of k-highest ranked positive points, then

prec@k
we have
DRTTID SLEERTER VRS SUM BYED SRERNUE
i€S* Ky, ;) Kl i=1 i=1
which proves the claim. O
B.2. Proof of Claim 3]

Claim 3. For any scoring function s that realizes the weak k-margin over a dataset we have,

€0, () = prec@k(s)

Proof. Consider a scoring function s that satisfies the weak k-margin condition and any y such that ||y||, = k. Based on
the prec @k accuracy of y, we have the following two cases

Case 1 (K(y,y) = k): In this case we have

n
A(Yay) + Zyzsz - I5 H 7]@ ZYLS’L =0+ ZYLS’L I5 H k ZYLsz < O
i=1 E I

K(y.y)=k" K(yy)=k"

where the first step follows since K (y,y) = & and the second step follows since ||y||, = k, as well as K (y,y) = k.

Case 2 (K(y,y) = k' < k): In this case let S* be the set of & top ranked positive points according to the scoring function
s. Also let ST be the set of k'(= K (y,y)) top ranked positives and let S5 = S\ ST. Then we have

n n n
y)+ Zyisi - |\H\l|axk Zyzsz =A(y,y) + ZS’iYiSz' + Zyz(l —Yi)si — (X, Zstl
i=1 L Y™

i=1 =1

K(y,y)= —_—— K(yy)=k"
(4)
yy +Zsz+z}’7 1_Yz Si — 5 H_k ZYzz
€Sy Kiydymh

(B)
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Aly,y) + Z s; + Z si— (k—FK)— H;Iﬁzlu:(k Zyisi

ieSy i€Sy Ky by =1
n
:k—k’—i—Zsi—(k—k’)— nax ZS’iSi
b yl=k =
ies Kiyy)=h =1

=0,

where the second step follows since the term (A) consists of &’ true positives the third step follows since the term (B)
contains k — k' false positives i.e. negatives and the k-margin condition, the fourth step follows since A(y,y) = k —
K(y,y) and the fifth step follows since by the definition of the set S*, we have

Z Si = ZYz Si-
lly \|1—k

ies K(y,y)=k"'

This finishes the proof. ]

B.3. Proof of Lemma
Lemma 16. Given a set of n real numbers x1 . ..z, and any two integers k < k' < n, we have

1 1
min — r; < min — T
IS|=k k ; s =k K Z J
1

jES!

Proof. The above is obviously true if & = k’ so we assume that &’ > k. Without loss of generality assume that the set is
ordered in ascending order i.e. 1 < z9 < ... < x,. Thus, the above statement is equivalent to showing that

1 1 & 1 1\ ¢ 1 &
1= Jj= =

j=k+1 ] k+1
where the last inequality is true since k — &k’ > 0 and the left hand side is the average of numbers which are all smaller than
the numbers whose average forms the right hand side. This proves the lemma. O
B.4. Proof of Claim [17]

Claim 17. For any k < ny and scoring function s, we have

Core-ar(8) > prec@k(s).

Moreover, for linear scoring functions i.e. s(x;) = W' x; for w € W, the surrogate (" m@k( W) is convex in w.

Proof. We use the fact observed before that for any scoring function, we have A(y,y*"*)) = prec@k(s). We start off by
showing the second part of the claim. Recall the definition of the surrogate éprec@k( 5)

K;‘rlegc@k(w) = H;Iﬁa—k {A(y Y> + Z(yl - YZ) w' X; + Z yz W Xz}

i=1 z=1

The convexity of f;ﬁfc@k(w) follows from the observation that the inner term in the maximization is linear (hence convex)

in w and the max function is convex and increasing. We now move on to prove the first part. For sake of convenience
y = y®*). Note that |||, = k by definition. This gives us

Crex(s) = max A(s,y) > A(s,y)
P 90, =k

S

Yz Yisi

= A(y,y) +Z$¢(§’i - i)
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_ n B ~ n o n
— A+ Y @y w5 + Y - gy
i=1 i=1
s b K3) N
= Aly,y)+ ) yill—yi)si———=—= > (1 —3i)yisi-
; ny — K(y,y) ;
(A) (B)

Now define m = ming,—1 s; and M = maxy.—g S;. This gives us
Yi Yi
yi=0 yi=1

(B) = ’I’le_ _K y’ Z 1*}’1 visi < LMZ(lfyl)ylM: (kiK(yvy))M:A(yay)M

Thus we have

lecar(s) = Ay, ¥) + (A) — (B) = Ay, 3)(1 +m — M) > A(y,y) = prec@k(s) N

B.5. Proof of Claim[6]

Claim 6. For any scoring function s that realizes the k-margin over a dataset we have,

Kz;fc@k( s) = prec@k(s)

Proof. We shall prove that for any y such that |y||, = &, under the k-margin condition, we have A(s,y) = 0. This will
show us that éi‘r’egc@k@) = max||g| — A(s‘, y) =0. Using Claim and the fact that prec@k(s) > 0 will then prove the
claimed result. We will analyze two cases in order to do this

Case 1 (K (y,y) = k): In this case the labeling ¥ is able to identify k relevant points correctly and thus we have C(y) = 1

and we have
n n

Als,9) = Ay, 9) + D si(gi —yi) + (1= 3:)yisi

=1 =1

Now, since K(y,y) = k, we have A(y,y) = 0 which means for all ¢ such that §; = 1, we also have y; = 1. Thus, we
have y; = y;y;. Thus,

n n

A(S,S’):0+Z yz +Z YZYZ z—zsi(yi_y'i)+2(y'i_yi)5i:O
i=1

i=1 =1

Case 2 (K(y,y) = k' < k): In this case, y contains false positives. Thus we have

n

. ny —k .
A(&Y) = + Z 31 yi z +_ k' Z(l - yl)ylsz

i=1

E—k &
= A(y,y) +ZYZ1_Yz 5i Zyz — ¥i)si

=1
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1
= (k—FK) P (v, k k,Zyz Yi)si k,Zyz Vi)

[ —
“ (B) (©)
Now we have, by definition, (A) = 1. We also have
(B)= 3 51—y <
= (1 —yi)si < max s,
kTR
as well as
© LS -
= i i)Si
> yi(l—y
>
= S1EX, ny — k' ZS: yi(l —¥i)s
ISt |=ny—k €S+
> i 7 7 (2]
- Singl)ré+ ’I’L+—I{/’+1Zy yS
|S+|=n4—k+1 €5+

where the last step follows from Lemma and the fact that &’ < k — 1 in this case analysis. Then we have

1

V) = _ k! — < Y P 1 - . <
A5, 9) = (k= K)(A) + (B) = (O) < (k= k) | 14 max s~ mip g 3 yill=30)si | <0
|S4+]=nt—k+1 (SR
where the last step follows because s realizes the k-margin. Having exhausted all cases, we establish the claim. O

C. Proofs from Section 4]
C.1. Proof of Theorem [7]
Theorem 7. Suppose HX§H < R for all t,i. Let Ag = 23:1 Ay be the cumulative observed mistake values when

Algorithmis run. Also, for any predictor w, let L1(w) = Z?:l Ezregc@k(w; X, ¥t). Then we have

AT < min (|w|| “R-V4k + \/ET(W)>2.

Proof. We will prove the theorem using two lemmata that we state below.
Lemma 18. For any time step t, we have
lwe | < [[wia||* + 4k R2A,
Lemma 19. For any fixed w € W, define P, := (wy, w). Then we have
Pf>Pt 1+Af pre(@k(w Xf7yf)

Using Lemmata |18|and [19} we can establish the mistake bound as follows. A repeated application of Lemma |19|tells us
that

T
= Z nggc@k w; Xy, y1) = AY — Lo (w).
t=1 =1

In case the right hand side is negative, we already have the result with us. In case it is positive, we can now analyze further
using the Cauchy-Schwartz inequality, and a repeated application of Lemma|[I8] Starting from the above we have

AS < Pr+Lp(w)
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(wr, w) + L (w)
Wl [w]l + Lz (w)
lwll\/4kR? - AG + L1 (w),

IN

IN

which gives us the desired result upon solving the quadratic inequalityﬂ We now prove the lemmata below. Note that in
the following discussion, we have, for sake of brevity, used the notation y = y; = y(wffl’k).

Proof of LemmalI8 For time steps where A; = 0, the result obviously holds since w; = w;_;. For analyzing other time
steps, let vy = Dy - Zie[b](l —¥i)yi - X — Eie[b](l —yi)¥: - Xi so that w; = wy_1 + v;. This gives us

[wel? = [[wet]|” + 2 (wemr, vie) + [|ve]>.

Let s; = w,_;x!. Then we have

(Wi, vi) = Di- Y (1=3)yisi— > (1= yi)yisi

i€[b] ic[b]
A . SO = Fiyisi— — 3 (1— )
= t ~ —Yi)YiSi — —Yi)YiSi
lyell, = K(ye, ¥¢) s Ay e
(A) (B)
< 0,

where the last step follows since (A) is the average of scores given to the false negatives and (B) is the average of scores
given to the false positives and by the definition of y, since false negatives are assigned scores less than false positives,
we have (A) < (B). We also have

1

Ivell* = a7 :
" lyelly = Ky 3

) > =9i)yi-x; - Ai > A-yi)yi-x

ic[b] ¢ ie[b)
< 4AA?R? < 4kRPA,

since A; < k. Combining the two gives us the desired result. O
Proof of Lemma([I9) We prove the result using two cases. For sake of convenience, we will refer to y; and y; as y and y

respectively.

Case 1 (A; = 0): In this case P, = P;_; since the model is not updated. However, since Eg‘r'egc@k(w) > prec@k(w) > 0
for all w € W (by Claim[I7), we still get

P >P_q— g;\rlfc@k(w;xtvyt)a

as required.

Case 2 (A; > 0): In this case we use the update to w,_; to evaluate the update to P;_;. For sake of convenience, let us

use the notation s; = WTx;i. Also note that in Algorithm D;=1— -t

e
P, = Pia—) (L—y)¥isi+Di- Y (1-3)yisi
i€[b) ic[b]
. 1 .
= Pa— ) (I—y)yisi+ <1 - C(y)) D (1=Fi)yssi

i€[b] i€[b]

"More specifically, we use the fact that the inequality (z — [)? < cz has a solution < (v/I+ +/c)? whenever z,l,¢ > Oand z > I.
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= Pa— | D Fi—yi)si+ % D (1 =3)yisi

i€[b] 1€[b]

(Q)
> P+ A - ﬁprec@k(w;xt,}’t%

where the last step follows from the definition of Eprec@k( ) which gives us

A+ (Q =Dy 9)+ S (Fi—yi)si+ ﬁZu—yi)yisi

ieb] i€[b]

1
< max < Aly,y)+ 5i(¥i —yi) F =—— 1—-3:)yisi
max A, 9) %;] O =¥)+ 755 > -3y

i€ [b]
= E;:ébc@k( ) eprec@k(w; X4, Yt) O]
This concludes the proof of the mistake bound. O

C.2. Proof of Theorem

Theorem 9. Suppose Hx}” < R for all t,i. Let Ag = Zthl A be the cumulative observed mistake values when
Algorithmis run. Also, for any predictor w, let /:'%‘”‘(w) = Ethl El'fm“’g@k(w; X4, y¢). Then we have

2
A% < min <||w||-R-wE+ zigzax(m) .

Proof. As before, we will prove this theorem in two parts. Lemma I8 will continue to hold in this case as well. However,
we will need a modified form of Lemmathat we prove below. As before, we will use the notation y = y, = y(We-1.5),

Lemma 20. For any fixed w € W, define P; := (w;, w). Then we have

P> Py 4 Ay — LW Xe, i)

Using Lemmata[I8]and [20] the theorem follows as before. All that remains now is to prove Lemma[20]

Proof of Lemma[20] 'We prove the result using two cases as before. For sake of convenience, we will refer to y; and y; as
y and ¥y respectively.

Case 1 (A; = 0): In this case P, = P, since the model is not updated. However, since (1% q (W) > prec@k(w) > 0
for all w € W (by Claim/[I)), we still get

Py > Py — Cecax (W3 Xe, yi),

as required.

Case 2 (A; > 0): In this case we use the update to w;_; to evaluate the update to P;_;. For sake of convenience, let us use
the notation s; = w ' x!. Also note that the set S; := FN(w'~1, A;) contains the false negatives in the top A, positions as
ranked by wt~1.

P, = Pt—lfz( —Yi YZ51+Z Yz YiSi

1€[b] i€St
= Pt—l_Z(l_Yz YZSz_ZYZYZS +Zyzyzsz+z 1_yz YiSi
1€[b] 1€[b] 1E€St

= PtI_ZY151+ZYle31+Z1_YZYlSz

1€[b] 1€St
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= Poa— | D @i—vi)si+ Y (1=a)yisi — Y (1= 9a)yis:

i€[b] i€[b] i€Sy

Y

Py - Z(yi_}’i)sz jmax Zyzsl
. y y
i€lb] 15T = e =1

(@)

> P+ A — Lecar (W Xe, yit),

avg

where the last step follows from the definition of £, ay

() which gives us

A+ (Q) = A + Z(f’v —yi)si + max Zyvsv
iclbl y=(1-3)y =
¥, =n+— k

< ||H|1\ X SO+ Z —¥i)$; + max Zyisi
b .

=k y=(1-9)y <
ieltl 91, =n+—k =1
Eprec@k( ) gprec@k(w; X4, yt) O
This concludes the proof of the theorem. O
D. Proof of Lemma 22]
Lemma 22. Let f1,..., fin be m real valued functions f; : R™ — R such that every f; is 1-Lipschitz with respect to the

||| norm. Then the function

g9(v) = max fi(v)
i€[m]

is 1-Lipschitz with respect to the ||-|| .. norm too.

Proof. Fix v, v’ € R". The premise guarantees us that for any ¢ € [m], we have
[fi(v) = i) < v =Vl
Now let g(v) = fi(v) and g(v') = f;(v’). Then we have
9(v) —g(v') = fi(v) = £;(v') < filv) = fiv)) < llv = V'l
since f;(v') > f;(v’). Similarly we have g(v') — g(v) < ||v — v'|| . This completes the proof. O

The following corollary would be most useful in our subsequent analyses.
Corollary 21. Let ¥ : W — R be a function defined as follows

1 .
VW)= e % D_yilwxi = e,
1911, =k

where c¢; are constants independent of w and we assume without loss of generality that ||x;||y < 1 for all i. Then ¥(-) is
1- Lipschitz with respect to the Ly norm i.e. for all w,w' € W

[W(w) = B(w)] < [lw —w'[|,.

Proof. Note that for any y such that ||y||; = k, the function fy(v) = ¢ > ¥i(vi — ¢;) is 1-Lipschitz with respect to the
[|-|| . norm. Thus if we define
®(v) = max fy(v),

91, =k



Surrogate Functions for Maximizing Precision at the Top

then an application of Lemma [22]tells us that ®(-) is 1-Lipschitz with respect to the ||-|| ., norm as well. Also note that if
we define

v(w) = (WTX1 —C1, . WX, — cn) ,

then we have

We now note that by an application of Cauchy-Schwartz inequality, and the fact that ||x;||, < 1 for all ¢, we have
V(W) = v(W)ll < lw —w'll,

Thus we have
[ (w) = U(w)] = [2(v(W)) — 2(v(W))] < [[v(w) — v(W)[|, < [[w—w],

which gives us the desired result. O
E. Proof of Lemma

Lemma 23. Let V be a universe with a total order = established on it and let vy, ...,v, be a population of n items
arranged in decreasing order. Let V1, ...,V be a sample chosen i.i.d. (or without replacement) from the population and

arranged in decreasing order as well. Then for any fixed h : V — [—1,1] and k € (0, 1], we have, with probability at least
1 — 6 over the choice of the samples,

[kn] [kb] 2

1 1 A log §
) — — | <

[Hn-l g h(vl) I—K}b—‘ ; h(vl) —_ 4 K]b

i=1

Proof. We will assume, for sake of simplicity, that kn and xb are both integers so that there are no rounding off issues. Let
V) = Vun and vj := V, denote the elements at the bottom of the x-th fraction of the top in the sorted population and
sample lists (recall that the population and the sample lists are sorted in descending order). Also let T(v) := I [v = v]

and T(v) := [ [v > v;] (note that I [E] is the indicator variable for the event E) so that we have

1 Kn 1 kb 1 n 1 b X
— > h(vi) 5 (vi)| = | — > T(vi) - h(vi) — pra > T() - h(¥i)
=1 i=1 =1 =1
IS 1 1 )
< - ZT(W) ~h(v;) — pra ZT({Q) “h(vi)| + = Z (T({fi) - ({,Z.)) - h(¥:)
2 ~
- 1056 L ; (T(#) = () - ()|,

(4)

where the third step follows from Bernstein’s inequality (which holds in situations with sampling without replacement as
well (Boucheron et al.,2004)) since |T(v) - h(v)| < 1 for all v and we have assumed b > % log %. Now if v}, = v, then

we have T(v) > T(v) for all v. On the other hand if v > v7, then we have T(v) < T(v) for all v. This means that since

|h(v)| < 1 for all v, we have
log 2
<24/—2
- kb’

where the second step follows since ﬁ Zli):l ’]T(\h) = 1 by definition and the last step follows from another application of
Bernstein’s inequality. This completes the proof. O

1< A
P Z (T(‘A’i) - T({’i))‘ =

i=1

b
1 Z .
i=1
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F. Proof of Theorem 12

Our proof of Theorem [I2] crucially utilize the following two lemmas that helps in exploiting the structure in our surrogate
functions. The first basic lemma states that the pointwise supremum of a set of Lipschitz functions is also Lipschitz.

Lemma 22. Let f1,. .., fn, be m real valued functions f; : R™ — R such that every f; is 1-Lipschitz with respect to the
|||l norm. Then the function

g9(v) = max fi(v)
i€[m]

is 1-Lipschitz with respect to the ||-|| ., norm too.

The second lemma establishes the convergence of additive estimates over the top of ranked lists. The abstract nature of the
result would allow us to apply it to a wide variety of situations and would be crucial to our analyses.

Lemma 23. Let V be a universe with a total order > established on it and let v1,...,v, be a population of n items
arranged in decreasing order. Let V1, . ..,Vy, be a sample chosen i.i.d. (or without replacement) from the population and
arranged in decreasing order as well. Then for any fixed h : V — [—1,1] and k € (0, 1], we have, with probability at least
1 — & over the choice of the samples,

1 e el log 2
[ ] Zl Vi) = 7 ;MV’) S

Theorem 12. The performance measure prec@r(-), as well as the surrogates £,7% (-), 035 ... (-) and €3¢ (-), all
exhibit uniform convergence at the rate a(b,d) = O (, / % log %)

We will prove the four parts of the theorem in three separate subsections below. We shall consider a population z1, . .., z,
and a sample of size b Z1, ..., Z, chosen uniformly at random with (i.e. i.i.d.) or without replacement. We shall let p
and p denote the fraction of positives in the population and the sample respectively. In the following, we shall reserve the
notation y for the label vector in the sample and shall use the notation y to denote candidate labellings in the definition of
the surrogate.

F.1. A Uniform Convergence Bound for the prec@«(-) Performance Measure

We note that a point-wise convergence result for prec @« (-) follows simply from Lemma To see this, given a population
z1,...,z)n and a fixed model w € W, construct a parallel population using the transformation v; + (w'x;,y;) € R2.
We order these tuples according to their first component, i.e. along the scores and use h(v;) = 1 — y;. Let the population
be arranged such that vi > vo > .. .. Then this gives us

k k
S h(vi) = S2(1 - yi) = prec@k(y, y ™M) = prec@k(w).

i=1 i=1
Thus, the application of Lemma[23] gives us the following result
Lemma 24. For any fixed model w € W, with probability at least 1 — & over the choice of b samples, we have

1 1
lprec@i(w;z1,...,2,) — prec@r(W;Z1,...,2)| < O ( 7 log 5) .

To prove the uniform convergence result, we will, in some sense, require a uniform version of Lemma@ To do so we fix
some notation. For any fixed x > 0, and for any w € W, we will define vy, as the largest real number v such that

n

ZH [WTXZ' > U} = Kpn
i=1

Similarly, we will define 0y, as the largest real number v such that

b
Z]I [WTﬁi > v] = kpb

i=1
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Using this notation we can redefine prec@«(+) on the population, as well as the sample, as

1 n
prec@k(w;zy,...,2,) : P ;H [WTX > vw] Iy; =0]
&
Prec@r(Widi, . 2) = ;H [wx > dw] -1y = 0]
We can now write
sup |prec@k(w;z1,...,2,) — prec@r(w; 2, ...,2)|
wew
= sup ! zn:]I[WTx>vw] Ily; =0]— ! zb:H[wa>ﬁw] I[y; =0
wew | Kpn Kpb
< sup ! ZH:H[WTX>U] I[y; =0]— L zb:H[WTx>'U] I[y; =0]
1 1 &
S g 2 ez ] =0 D Tz ] 1 =0
1 n 1 b
) L T N T o
SWS}JEGR /spn;ﬂ[w x>t -Ify; = 0] ﬁﬁb;]l[w x>t] - 1[y; = 0]
(A)
1 b 1 b
" ey | b ;H [wixzew] 13 =01 - 25 ;H [w'x > 0] - 1[y; = 0]

(B)

Now, using a standard VC-dimension based uniform convergence argument over the class of thresholded classifiers, we
get the following result: with probability at least 1 — ¢

(4) <0 <\/2 (101_9;(1S +dvc(W)‘10gb>> =0 < Il)log(l;) ;

where dyc (W) is the VC-dimension of the set of classifiers V. Moving on to bound the second term, we can use an
argument similar to the one used to prove Lemma[23|to show that

b b
1 - 1 -
(B)Svstelgv nﬁb;ﬂ[w XZUW]_nﬁb;H[W xsz]

L&
<v§1€1% Kﬁb;}l[w x>vw]f/-€

1 1 &

T b T

<v§1€1$v Hﬁb;}l[w X > Uy /ﬁpngﬂ[w X > Uy

where the last step follows from a standard VC-dimension based uniform convergence argument as before. This establishes
the following uniform convergence result for the prec@k(-) performance measure
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Theorem 25. We have, with probability at least 1 — & over the choice of b samples,

~ 1 1
sup |prec@k(w;z1,...,2,) — prec@r(wW;z1,...,2)| < O ( = log ) .
wew b 1)

ramp

F.2. A Uniform Convergence Bound for the /. .,

() Surrogate

We first recall the form of the (normalized) surrogate below - note that this is a non-convex surrogate. Also recall that
k=r-ni(y).

: Aly,y) 1 — _ T
o (W Zq,...,2,) = Max 4 - WX wx;
preces (W5 21 ) ||y|1=k{ koo k ;y ivh=k % Zy

(,y)k -

Uy (W 21000120 PR

We will now show that both the functions W1 (-), as well as W5(-), exhibit uniform convergence. This shall suffice to prove

that €ri?cp@ﬁ( ) exhibits uniform convergence. To do so we shall show that the two functions exhibit pointwise convergence

and that they are Lipschitz. This will allow a standard L, covering number argument (Zhang, [2002) to give us the required
uniform convergence results.

F.2.1. A UNIFORM CONVERGENCE RESULT FOR ¥ (+)

We have
\Ill(w7 Z1,...7Zn)_ W X — yl) +1
\Iylll—ﬁpn

\Ill(W7 ila--~7ib) =
Hylll—ﬁpb

b
Z W X’L 5’1)} +1
An application of Corollaryindicates that W, (-) is Lipschitz i.e.
‘\I’I(W; 21y - aZn) - \Ijl(w/§ Z1,- .. 7Zn)‘ < o (HW - W/||2) .

Thus, all that remains is to prove pointwise convergence. We decompose the error as follows

L&
Uy (W; Z1,. ., 20) — O (W5 Z1,...,20)| < |W1(W; 21,...,2,) — ”yrlrllgi;épb{m;yi(wTii —S’z)} 1
(4)
1, A A
" IIyIﬁrcpb{pb;%(W Xi_Yi)}+1—‘I’1(W; Z1,. .y 7Zp)
(B)

An application of Lemmausmg v; = w'X; —y; and h(-) as the identity function shows us that

1 /1 1
< — 4/ = — 1.
(A)_O(Kp blOg(S)

To bound the residual term (B), notice that an application of the Hoeffding’s inequality tells us that with probability at

leaStl - 5
2b 57
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which lets us bound the residual as follows. Assume, for sake of simplicity, that the sample data points have been ordered
in decreasing order of the quantity w ' %X; — y; as well as that ’wa| < 1 for all x.

b b
1 1
B)=| max — vi(w' % —9:) » — max —_ V(W % —V;
(B) |§/1:K,pb{l£pb ;yz( i yz)} |y|1=nzsb{npb;yl( i yz)}'
npb pr

1

) nmln{p,p}b 1 1 - A 1 kmax{p,p}b - )
- ; <“pb B “ﬁb) (v % =30 + 'W{Pvﬁ}binmi%,ﬁ}bﬂ(w Xy
< % ‘pp_ﬁﬁ -kmin{p,p}b+ W'“|I)_ﬁ|b
:2|p—ﬁ|-<min{?ﬁ}+ ! >

pp max {p b}

\/ b gé max{p,p} \/Qb Og5

This establishes that for any fixed w € W, with probability at least 1 — J, we have

1
Uy (W; 21,...,2n) — U1 (W5 Z1,...,2)] < (9( 11710g5>

which concludes the uniform convergence proof.

F.2.2. A UNIFORM CONVERGENCE RESULT FOR Ws(+)

The proof follows similarly here with a direct application of Corollary [21{ showing us that W5(-) is Lipschitz and an appli-
cation of Lemma [23|along with the observation that |[p — p| < 4/ 2%) log % similar to the discussion used above concluding
the point-wise convergence proof.

ramp

prec@n(') performance measure

The above two part argument establishes the following uniform convergence result for the ¢

Theorem 26. We have, with probability at least 1 — § over the choice of b samples,

N . 1 1
sup K;‘;Zg’@n(w;zl, ey Zn) —E;‘;Z’cp@ﬂ(w;zl,...,zb)‘ <O ( glog 5) .
wew

avg

F.3. A Uniform Convergence Bound for the ¢, ¢ ¢ .

() Surrogate

This will be the most involved of the four bounds, given the intricate nature of the surrogate. We will prove this result
using a series of partial results which we state below. As before, for any w € W and any y, we define

n

A(w,y) = % < )+ Z —yow'x; + % Z_;(l — yi)yinx,)

K:pb =1 i=1

Recall that we are using y to denote the true labels of the sample points and y to denote the candidate labellings while
defining the surrogates. We also define, for any 3 € [0, 1], the following quantities

Alw,f) = max {AW,3)}
K(y,;):ﬁpn
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A(w, B) = SR {A(w,y)}
K(3.5)=85b

Note that 3 denotes a target true positive rate and consequently, can only take values between 0 and . Given the above,
we claim the following lemmata

Lemma 27. For every w and any 3, ' € [0, k], we have
[A(w, ) = A(w,B)[ < O(|B=F]).

Lemma 28. For any fixed 3, we have, with probability at least 1 — & over the choice of the sample

wew

. 1 1
sup |A(w, ) — A(W7ﬁ)’ <0 < glog 6) :

e

Using the above two lemmata as given, we can now prove the desired uniform convergence result for the prec@s

gate:

(+) surro-

Theorem 29. With probability at least 1 — § over the choice of the samples, we have

) N N ~ 1 1
sup |08 0 (W21, .., Zn) —EZ‘rfc@ﬁ(w;zl,...,zb)‘ <O ( g10g 5) )

P
wew

Proof. We note that given the definitions of A(w, 3) and A(w7 B), we can redefine the performance measure as follows

eav g

e (WiZ1, ., 2,) = max A(w, 5)

Bel0,x]

We now note that for the population, the set of achievable values of true positive rates i.e. 3 is

12 ~1
B_{o,,,...,“p” ,1},
Kpn' Kpn Kpn

which correspond, respectively, to classifiers for which the number of true positives equals {0,1,2...xpn — 1, kpn}.
Similarly, the set of achievable values of true positive rates i.e. § for the sample is

p=Jo, L 2 b1l
Kkpb~ Kpb Kpb

Clearly, for any 3 € B, there exists a 7w B(ﬁ ) € B such that

|m5(8) — B| <

Kkpb’
Given this, let us define
*(w) = arg max A(w,
B (w) g mmax, (w,B)

B*(w) = arg max A(w, B)
BE0,x]

We shall assume, for the sake of simplicity, that s|n so that B C B. This gives us the following set of inequalities for any
weWw:

A(w, B%(w)) < A(w, m5(8%(W))) + [B"(W) — m5(8"(w))]

< A(w,mp(B* (W) + sup |A(w, m5(8" (W) — A(w, m5(8"(w)))| + 1Ab
wew Kp
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< A(wmp(F W)+ swp [Alw,B)~ Aw, )]+
weW,BEB Kp
< A(w,m (8" (W) + O ( })bgf;) + o

IN

. . 1. b 1

A ¥ o —log — —
(w, 5(w)) + ( b Og(s) b

where the first step follows from Lemma the third step follows since 74 (5*(w)) € B, the fourth step follows from

an application of the union bound with Lemma over the set of elements in B and noting B ‘ < O (b), and the last step

follows from the optimality of B *(w). Similarly we can write, for any w € W,

A(w, B*(w)) < A(w, B*(w)) + O ( %log g)

< A(w, B*(W)) + O ( %log Z) ,

where the first step uses Lemma with a union bound over elements in B3 and the fact that 3* (w) € B C B (note that

this assumption is not crucial to the argument — indeed, even if 3* (w) ¢ B, we would only incur an extra O (%) error by
an application of Lemma [27]since given the granularity of B, we would always be able to find a value in B that is no more

than O (+) far from /3*(w)), and the last step uses the optimality of 3*(w). Thus, we can write
sup |08 @ (W21, 20) — Lo, (WiZ1, ..., 2p)| = sup ‘A(W, B (w)) — A(w, B*(w))‘
wew wew

since p > € (1) with probability at least 1 — §. Thus, all we are left is to prove Lemmataandwhich we do below.
To proceed with the proofs, we first write the form of A(w, 3) for a fixed w and /5 and simplify the expression for ease of
further analysis. We shall assume, for sake of simplicity, that Spn, kpn, Bpb, and xkpb are all integers.

n

A(w, ) = max {K}lm (A(y,y) + Z(S’l —yi)w ' x; + %}7) Z(l - yi)YiWTXi> }

171, =xpn — —
K(y,9)=Bpn =1 =1
B 1<n—5>" T 1”~< 1—/€)T
=1—-— = — W X7;+ max e i 1—-—- i | WX
Kk  kpn \1-—p 237 91, =rpn /@pn§y 1-p y
= K(y,y)=Bpn =
A(w,B) Blw.B)

We can similarly define A(w, 8) and B(w, j3) for the samples.
Proof of Lemma @ We have, by the above simplification,

A(w,B) = Aw, )] = 16— F + |A(w, ) ~ Alw, )| + | B(w, ) ~ B(w, )]
as well as, assuming without loss of generality, that |WTX‘ < 1 for all w and x,

YW X;
Kpn 1=1

-5 1-§

[A(w, B) — A(w, 8)| <
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_ _ /
cUmBp
K(L=B)(1=p) ~ K(l—k)
where the last step follows since 3, 8 < k. To analyze the third term i.e. |B(w, 8) — B(w, 8')|,

the assignment § which defines B(w, 8). Clearly y must assign Spn positives and (x — 3)pn negatives a label of 1 and
the rest, a label of 0. Since it is supposed to maximize the scores thus obtained, it clearly assigns the top ranked (x — 3)pn

|ﬁ_5/|a

negatives a label of 1. As far as positives are concerned, 5 < k, we have ( — ﬁ) > 0 which means that the Spn top

ranked positives will get assigned a label of 1.

To formalize this, let us set some notation. Let 51 > s+ > ... > s;n denote the scores of the positive points arranged in
descending order. Similarly, let s; > s;, > ... > S(1—pyn denote the scores of the negative points arranged in descending
order. Given this notation, we can rewrite B(w, 5) as follows:

B(w, §) = — (

Kpn

ZS+Z

) Bpn k—p)pn

Thus, assuming without loss of generality that |s;r

s;‘ < 1, we have,

I P N o\ B B
R e = D SR S = D S i
= = =1

i—1
1 Kk—f &
Kpn (1—5)225:r (1—5'

=1

IN

) B'pn 1 (k—B)pn (k—B")pn

5+7Zs;—25;

i=1 i=1

min{g,8' }pn

<|i=l-2) > b R s gt D
Sn( )\B mmm{ﬁpf}anrHlzz}ﬁg:ggm BHW Bl
< m 168-75"],
where the last step uses the fact that 0 < 3, 3’ < x. This tells us that
AW 8) = Aw. 8)] < =" 18— 5.
which finishes the proof. O

Proof of Lemma We will prove the theorem by showing that the terms A(w, 3) and B(w, ) exhibit uniform conver-
gence.

It is easy to see that A(w, 3) exhibits uniform convergence since it is a simple average of population scores. The only
thing to be taken care of is that A(w, 3) contains p in the normalization whereas A(w, B) contains p. However, since p
and p are very close with high probability, an argument similar to the one used in the proof of Theorem [26|can be used to
conclude that with probability at least 1 — , we have

wew

sup |A(w, ) — A(w, 5)| < 0< 2log§>.

To prove uniform convergence for B(w, ) we will use our earlier method of showing that this function exhibits pointwise
convergence and that this function is Lipschitz with respect to w. The Lipschitz property of B(w, () is evident from an
application of Corollary [21] To analyze its pointwise convergence property
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Thus the function B(w, ), as analyzed in the proof of Lemma is composed by sorting the positives and negatives
separately and taking the top few positions in each list and adding the scores present therein. This allows an application

of Lemma 23] as used in the proof of Theorem [26] separately to the positive and negative lists, to conclude the pointwise
convergence bound for B(w, j3). O]

This concludes the proof of the uniform convergence bound for £,% o, (-). O

F.4. A Uniform Convergence Bound for the (7% (-) Surrogate

Having proved a generalization bound for the K;Iegc@n(-) surrogate, we note that similar techniques, that involve partitioning

the candidate label space into labels that have a fixed true positive rate 3, and arguing uniform convergence for each

partition, can be used to prove a generalization bound for the £7%% 5 () surrogate as well. We postpone the details of the
argument to a later version of the paper.

G. Proof of Theorem [15]

Theorem 15. Suppose we execute Algorithm [3|with batch length b, then with probability at least 1 — § over the random
ordering of the points, for any w* € W, the predictor w returned by the algorithm satisfies

av, _ av * 1 n b
Epregc@rc(w; Z) < g})rfo@n(w 72) +0 (\/ g log b5> +0 < 7’L>

Proof. The proof of this theorem closely follows that of Theorems 7 and 8 in (Kar et al.|[2014). More specifically, Theorem
6 from (Kar et al.| [2014) ensures that any convex loss function demonstrating uniform convergence would ensure a result

of the kind we are trying to prove. Since Theorem |12|confirms that Eg:fc@ﬁ( -) exhibits uniform convergence, the proof

follows. &

H. Additional Empirical Results

[N

& 08pmmre & & /
S c 05 =}
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Figure 4. Comparison of proposed methods with baselines on Prec @(.25 maximization tasks.
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